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Abstract
This paper presents a displacement based collaboration strategy to carry a payload greater than the robot’s limit and transport
it to a desired location through a planar cum obstacle-clustered environment using a multi-robot system. The proposed model
has no explicit communication between the robots but it is verified that local measurements received from the payload’s
motion data can be used as implicit information to drive the robot. A leader robot (manually controlled) guides the follower
robot (fully autonomous) with load clamped on both robots. The follower robot computes a coordinated obstacle-avoidance
motion based on the input variables received from its sensors. Due to the defined need to navigate narrow pathways
quickly and easily, the current study approach advocates the deployment of Mecanum-Wheeled Robots (MewBots). The
kinematic simulations clearly depict their capability to translate in any direction without changing their orientation. Using
this information, an experimental model is prepared by deploying a strategy devised to perform a collaborative manipulation
in four environmental cases.

Keywords Omni-directional robots · Multi-robot system · Collaborative manipulation

1 Introduction

Mobile robots have found application in diverse fields
ranging from hospital assistance, to delivery of goods
to specific locations. One of such applications includes
transporting the goods in a warehouse, mainly by using
Automated Guided Vehicles (AGVs). These warehouse
mobile robots bring in a stack of products from distant
locations to the packaging area. These products are
generally small in size and can be put up on a rack. However,
a difficulty arises when the task involves objects that
have characteristics beyond the handling capacity of these
robots (such as, larger, heavier and non-uniform objects).
In this scenario, either a bigger and more powerful robot
must be used or the task can be effectively completed by
the collaboration of multiple mobile robots. The problem
with the former option is that different systems will be
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needed for each specific purpose which makes the overall
automation procedure uneconomical. Additionally, a larger
system means that it would be difficult to maneuver narrow
and curved pathways. On the other hand, the latter concept
of a collaborative system has been proven by several studies
to be a versatile and more economical technique (e.g. 20,
26, 31, 32), making it an emerging domain.

For a collaborative system, there must either be explicit
communication between robots or different motions of
individual robots must be computed based on the implicit
information received from the local measurements. In either
of these cases, the following approaches can be adopted:
Centralized approach, wherein one robot among the system
of robots will have the commanding power to guide and
control the overall proceedings and will be responsible for
containing the core algorithm, whereas in decentralized
approach each robot will be accountable for maintaining the
overall control architecture for a collaborative manipulation.
These two techniques have their individual merits and
challenges. Nonetheless, communication is complicated in
these systems, as it requires separate algorithms, hardware
and wiring. These have proved to affect performance due to
latency and limited bandwidth capability, as stated by earlier
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research studies [21, 33]. Hence, to reduce complexity and
achieve redundancy, the development of systems without
explicit communication must be preferred. Additionally,
when a system is independent of such communication, there
is no need to state the number of robots in a collaborative
system, as noted by [31]. Hence, it may be concluded that
designing an appropriate architecture with only the local
measurements of mounted sensors is a better and more
economic] alternative.

This research paper presents a displacement-based coor-
dination approach to facilitate the appropriate information
required by individual robots to compute their motion.
These sets of data can be attained when robots are equipped
with necessary sensors at each clamping joint of the robots
to clamp the shared payload. In this strategy, two robots:
“Leader” and “Follower” are presented. The leader can be
a human or can be a remotely controlled robot, as long
as a guiding force to another robot is provided. The fol-
lower robot is fully autonomous and goal-centric. These
robots are required to carry a payload and bring it to a
specified location through an obstacle clustered environ-
ment with no explicit communication and only based on
local measurements. Due to their unique ability to navigate
narrow paths without changing orientation, four Mecanum-
Wheeled Robot (MeWBot) are selected for this operation.

The kinematics of the MeWBot are derived with assis-
tance from [29]. These wheels provide an unconstrained
directional motion to the overall cooperative manipula-
tion. The remotely controlled leader robot is the only one
facilitated with the information of the global destination
and is manually guided to reach that point. On the other
hand, the follower robot is uninformed about the final posi-
tion. Furthermore, a key aspect of making a mobile robot
autonomous is by adding an obstacle-avoidance capabil-
ity to it. Hence, the follower robot computes a coordinated
obstacle-avoidance motion based on the leader force. The
payload clamped on these robots is used to transmit the
leader force to the follower robot. An additional degree
of freedom is provided as a constrained relative motion

between the payload and the follower robot towards the
applied force. This force is sensed as a direct co-relation to
displacement produced on this DoF. A visualization of this
set-up can be seen in Fig. 1.

The rest of the paper is organized as follows: a detailed
background and related work are discussed, followed by
the adopted methodological approach. In this section, the
basic assumptions of the study are presented. Additionally,
the system is formulated into four specific cases, which are
further elaborated. The proposed coordination architecture
of the collaborative manipulation and the follower robot’s
control algorithm are described under it. Furthermore,
Kinematic formulation of the MeWBot is stated and the
quantified overall system is represented mathematically.
Thereafter, a system overview of the leader and follower
robots is presented. Furthermore, a SIMULINK model
of the MeWBot is attached, followed by the simulation
results. Finally, the experimental results are tested based on
the specific cases under problem formulation. Lastly, the
conclusions of the study and scope for extending the work
further in future are discussed.

2 Comprehensive Literature Review
of RelatedWork

The need for multi-tasking systems has necessitated the
use of collaborative manipulation. To fully understand
the benefits of coordinated performance, inspiration can
be drawn from nature. An earlier research work [7] has
presented a study on a group of ant species indicating the
contribution of individual ants to the transportation of food
from one location to another. Ants do not know the weight
of any load that has to be lifted but depending upon the
weight their numbers multiply until movement is possible,
which was presented in the paper through the depiction of
a quasi-static model of planar manipulation. Additionally,
[4] presented a novel concept to relocate vehicles by lifting
and transporting via a system of coordinated robots. This

Fig. 1 The remotely controlled
leader robot(left) guides the
fully autonomous follower
robot(right) with a payload
clamped on both of them. The
follower senses the force
through the payload and
computes an obstacle-avoidance
trajectory
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was made possible by initially scanning the environment
by a centralized system and with motion planning, this
system remotely monitored each step made by the extraction
robots. Furthermore, collaborative systems have also found
application in the assembly domain, as shown by an earlier
research work [20]; the domain used heterogeneous robots
divided into two tasks: parts delivery and parts assembly, to
put together a table. It had an automatic assembly sequence
generator and a unique torque gripper to complete the task.

To make this cooperative manipulation come to life, two
types of communication takes place between the robots
or systems: explicit communication and implicit commu-
nication. The first one used by [26] presents a parallel
manipulation using leader and follower concept, where a
leader communicates with the follower robots to move a
sofa, controlling both the position and orientation. However,
this tends to produce noise, packet losses and time-varying
delays, as stated in [33]. Another study [21] added to the
flaws of explicit communication by presenting the average
consensus problem associated with it. Hence, of late, more
focus has been given to implicit communication based on
local measurements. For instance, in one study [31], the
robots were solely guided by the onboard sensors receiv-
ing signals from the leader robots’ motion through the
payload (used as a medium of force transmission). The
three-follower robots were used to amplify the force on the
object to in the direction in which the leader robot (man-
ually or autonomously controlled) pulled/pushed using a
Force-ANTS technique.

In addition, the computational performance depends on
both centralized and decentralized approaches. Mostly, the
centralized approach advocates explicit communication, as
detailed in [26]. Therefore, assigning robots to make their own
decision based on sensory inputs is more common now, as
detailed in several research studies (e.g. 6, 9, 13, 14, 24, 31
and 12). This approach, however, has dynamic challenges,
as explained by [14]; the noise associated with object velocity
measurements and each robot gets incorporated with this
implicit decentralized approach.

Furthermore, the type of object dealt with can be catego-
rized as rigid and deformable objects. Rigid bodies are more
commonly used and consequently, there are more research
studies on them (e.g. 8, 13, 24, 26, 31 and 12). Moreover,
efforts have been put forth by [3] and [20] to manipulate
deformable objects (Like a blanket) using shape mainte-
nance approach. Here, each robot senses the force exerted
by the object to the robot’s end effector and computes a
collision avoidance trajectory to reach force equilibrium.

For proper positioning of a robot and object, it is necessary
to understand and derive the kinematics of the full system,
as done by [25]. However, precise kinematic positioning
is not possible. Hence, when mobile manipulators tend to
collaborate to move a designated object, stress is observed

to develop between the robotic manipulator and the object
due to kinematic errors. Therefore, to reduce or negate this
flaw, Erhart et al. [11] presented an impedance-based coor-
dination for kinematic uncertainties while using heteroge-
neous manipulators.

Additionally, there exists various types of controllers that
have shown promising results. One such is the potential field-
based controller first introduced by [24], it uses tens to thou-
sands of mobile robots to trap and transport an object. A
potential field is assigned to each of these robots to ensure that
they do not collide with one another during the coordinated
transport. Similarly, Esposito [12] provided a methodology
named “artificial potential field” to control the velocity of
an object by force. Moreover, coherent robot behavior based
on local information through a simple neural controller was
studied by [6]. Additionally, specific theories like Lyapunov
stability theory, and graph theory along with Recompile fuzzy-
sliding mode control were emphasized by [19] and [9]. It is
also plausible to incorporate a trap and transport-based control
scheme, as shown by [8, 13, 18]. Furthermore, Amato et al.
[5] presented the decision planning for a multi-task multi-
robot system to reduce uncertainty in command execution
and achieve a collaborative effort. Exploring the plausibil-
ity of fuzzy-controlled systems, Teixeira et al. [15] used
visual and laser fuzzy-feedback with a centralized system
to keep the overall system coordinated and collision-free,
these robots were well-aware of their environment and were
capable of complicated maneuverability.

As stated by [31], an omnidirectional robot platform pro-
vides better mobility as it is not limited by the non-holonomic
constraint and can therefore achieve more accurate 2D force
feedback control. A novel custom-designed platform using
four omni-wheeled robots called as “OuijaBot” was dis-
cussed by [20]. The study adopted a decentralized approach
with no explicit communication and successfully achieved
translation and rotation control of the object (i.e., long slab)
to be transported. Therefore, there is more focus on omni-
directional robots for the chosen application of the current
study.

Different mobile robots are continually being designed
and constructed to increase the pace of mass production
and to lower production costs and increase efficiency as
discussed by [17]. There is an increased demand for high-
performance mobile robots in terms of locomotion and
accuracy, and Mecanum wheels have been found capable
of boosting efficiency [23]. Another research work found
[28] that the omnidirectional mobile platform could move
instantaneously in any direction from any configuration.
The study explained that the omni-directional feature of
the Mecanum wheels allowed the robot to move in any
direction without changing its orientation. The advantage
of this platform is that a robot can easily cover a certain
distance in lesser time compared to a conventional robot.
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This improves its performance in congested environments
and narrow passages such as those commonly found in-
factories, industries, warehouses, and hospitals. A good
example is the autonomous Mecanum wheeled vehicle
developed for the autonomous cleaning of the Dubai
international airport roof [27].

The structure and formation of the wheel in a Mecanum
wheeled robot is in such a way that it has the potential to
move through a different path which can be either a plain or
deflected path. A mobile omni-directional platform (KUKA
youBot) with two pairs of coaxial Mecanum wheels, on the
periphery of each of which were mounted six rollers, the
axis of which were skewed with the axis of the wheel at the
angle of 450, was explained in the study undertaken by [1,
5] and [28]. The rollers placed in the wheel helped to slide
the robot diagonally. These rollers helped in the movement
of each diagonal wheel towards a sliding direction. Gfrerrer
[16] Mecanum wheeled omnidirectional mobile robots can
move along coordinates and do not require any steering
system. Due to such coordinate movement, the robots can
move in narrow paths where agile manipulation is needed.
To implement these features, the Mecanum wheeled robot
requires an advanced control system to control both the
position and orientation. The efficiency of a mobile robot
also depends on the wheel geometry and developing it along
with the connection to the platform helps in the control of
these types of models.

Mecanum-wheeled robots were noted by [2] to have a
superior advantage in terms of mobility in narrow spaces
and crowded environments. These robots are suitable for
working in factory workshops, warehouses, hospitals and
other such environments. They have the ability to perform
tasks in both static as well as dynamic obstacle-clustered
environments. In addition, Voinescu et al. [30] provided
methods to make Mecanum wheeled robots versatile
enough to adapt to any scenario. Due to slip and uneven
reaction forces on an uneven platform, Doroftei et al.
[10] presented a four-passive suspension Mecanum wheeled
robot with obstacle avoidance capability using a sonar and
camera. Furthermore, Padgett and Browne [22] presented a
vector-based avoidance algorithm which used LiDAR and
Mecanum robots. The study verified that due to the vector-
based output and mobility of LiDAR and Mecanum robots,
respectively, integration of these robots was much easier
than other conventional systems.

All in all, cooperation and coordination were proved
to be very beneficial in all sectors. Likewise, drawing
inspiration from the coordinated transport strategies evident
in nature (viz. ants), it is plausible to delimit what can be
achieved from a single system. Many research studies have
focused on exploring the applicability of this very technique
and promising results have been obtained for attempts to
reduce the complexity in a coordinated system. Notable

among these is the use of non-communicative decentralized
strategies along with omni-directional system if the
robot is to traverse narrow and complicated trajectories.
Recently emerging research in this field has been of
coordinately dealing with flexible payloads. However, when
considering several real-life applications, more focus has
been on handling rigid payloads. Although dealing with
rigid payloads requires less knowledge of their dynamic
properties, the computed kinematics of the system are
affected due to stress development. Up till now, these
practical scenarios have been handled with a feedback-
controller in relation to the system and the environment.

3 Collaborative MewBots

Motivated by the work done by [32] and [31], who
introduced and analyzed the approaches and challenges
associated with collaborative systems, the current study
advocates the deployment of four Mecanum wheeled robots
called as “MeWBot”, with their forward and inverse
kinematics derived from the earlier study conducted by
[29]. The present study derives inspiration from the natural
behavior of ants who are capable of collectively lifting
weights much higher than their individual weight. The
methodology is based on a scenario where person “A”
guides a person “B” by holding his hand, wherein person
“B” moves in proportion to the magnitude of the pull
towards the direction indicated by person “A”. Using this,
the current study attempts to put forth a collaborative
method to carry and transport objects using MeWBots.

4 Kinematic Representations

4.1 Kinematic Formulation of MeWBot

The MeWBot equipped with Mecanum wheels has a passive
roller placed at an angle of 45◦ with respect to the wheel
axis. When each of the wheels is actuated, these rollers
tend to provide a reaction force in a direction normal to the
roller axis, as shown in Fig. 2 with green vector arrows. The
summation of these forces produced by each wheel provides
the robots with an overall direction of motion. Consider the
following notation for gaining a better understanding:

– YGX as the global coordinate frame.
– YROXR as the robot’s coordinate frame.
– (ω1, ω2, ω3, ω4) be respective wheel velocities in

rads−1.
– R be the radius of wheel in meters.
– ωZ be the angular velocity about an axis perpendicular

to both XR and YR in rads−1.
– Vx be the translation velocity of the robot in XR

direction in ms−1.
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Fig. 2 Wheel configuration and parameters of the Four Mecanum
Wheeled Robot

– Vy be the translation velocity of the robot in YR

direction in ms−1.
– lx be half the track width in meters.
– ly be half the wheelbase in meters.
– RF be the denotation for follower robot.
– RL be the denotation for leader robot.
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4.2 Collaborative System Kinematics

The follower robot, RF rests on the background of the
constrained parameters. Due to the limits of the preferred
sensors, there is a minimum and maximum value for θ ,
denoted by θmin and θmax respectively, as shown in Fig. 3.
The magnitude of force F produced by the motion of the
leader robot on the payload is sensed by the follower robot
in direct proportion to the degree of displacement produced,
as shown in Eq. 3 below:

d = f (F) (3)

The direction of this force is given by θ . Using these two
inputs, the robot’s velocities (Vxf , Vyf ), can be calculated
as follows:

Vxf = d cos θ (4)

Vyf = d sin θ (5)

The robot moves along the F until an obstacle hinders its
path or until it reaches either θmin or θmax position. During
this change in θ , the robots’ orientation must compensate
for this alteration. Hence, ωZ is introduced as a function of
θ , as shown in Eq. 6 below.

ωz = θee|θ |−c (6)

5 SystemOverview

In order to verify this displacement-based collaborative
theoretical model, two robots are built with different config-
urations. These robots are used to take input commands
from the user, sense forces as per displacement and compute

Fig. 3 Schematic representation
of proposed collaborative
system in an obstacle-clustered
environment. The on-board
sensor on the follower robot
senses leader robot’s force in
terms of displacement(d) and
angle(θ ). The angle sensor on
the follower robot has a limit
from θmin to θmax
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obstacle-avoidance coordinated trajectories. With the devel-
opment of these robots, the robustness of the Mecanum-
wheeled robots for collaborative manipulation is demon-
strated. These robots are designed right from scratch and
are kept as simple as possible with the consideration of
minimal overall cost. Modern manufacturing techniques are
employed to accomplish the proposed design.

5.1 Leader Robot

5.1.1 Mechanical Design

The body of the MeWBot leader is made of a 4mm thick
acrylic sheet. Each of the parts is designed and machined using
laser cutting operation. The parts are assembled together
using slots along with bolts and nuts. The Mecanum
wheels with 3 inches diameter for 10mm (approx.) ground
clearance is also designed using software. It consists of
10 parts: 2 wheels and 8 rollers. These wheels and rollers
are 3D printed using PLA material and are then assembled
using Allen bolts. To improve traction between the rollers
and the ground surface, heat shrink of polyolefin material
is applied to the rollers. Additionally, flange couplings are
custom-designed for the wheels and motors, and machined
through lathe operations. The upper platform is a turn-
table mechanism containing thrust bearings and 3D printed
mounts. Furthermore, clamping jaws are provided on the
turntable to hold the payload intact, as shown in Fig. 4.

5.1.2 Control Architecture

Figure 5 shows the control architecture of the leader robot.
It consists of a Wi-Fi development kit called as Wemos
D1 mini running at 80MHz with ESP8266 chip. The leader
robot is remotely controlled from a mobile phone using
Blynk App, as seen in Fig. 9. The app contains two analog
joysticks which control the translation and rotation of the
robot, respectively. Wemos, containing a Wi-Fi module also
has a few input-output pins. These are used to signal two

Fig. 4 Custom designed and manufactured leader robot with key
components labeled

Fig. 5 Control and power layout of leader robot

channel motor drivers powered by a Li-Po batter of 11.4V. A
power bank is used to power the development kit. Therefore,
based on the user’s input through the analog sticks, the
leader robot moves in the same direction with given velocity
using Eq. 2. Four 78 kg-cm rectangular gear box motors are
used for this purpose.

5.2 Follower Robot

5.2.1 Mechanical Design

The follower robot’s main body and wheel assembly are
similar to that of the leader robot, the difference being that it
is equipped with more sensors and their mounts. In the front
acrylic sheet, there are 3D printed mounts for ultrasonic
sensors inclined at an angle of 60◦, as shown in Fig. 6.
The upper turntable has an additional constrained degree
of freedom in a linear direction towards the leader robot’s
force. Furthermore, the turntable is coupled with a pair of
spur gears in 1:2 ratio to sense the angle at which the RL

applies force. Hence, both the magnitude (d) and direction
of the force (θ ) are sensed in this manner, which can be]
seen in the assembly displayed in Fig. 7.

Fig. 6 Custom designed and manufactured follower robot with
appropriate sensors for full autonomy
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Fig. 7 Hardware assembly for
sensing a displacement based
force from leader robot. Liner
potentiometer is used to sense
d whereas rotary potentiometer
senses θ

5.2.2 Control Architecture

Figure 8 displays the overall control structure of the follower
robot. The ultrasonic sensor is mounted in an inclined fashion
so to detect obstacles in the forward-right and forward-
left positions of the robot. Additionally, the upper platform
contains a 40mm B50KΩ slide potentiometer, arranged such
that the slide is along the direction of force of the leader robot.
The turntable is coupled with a 10KΩ rotary potentiometer
through a pair of spur gears, as shown in Fig. 6. All these are
sensed by an Arduino UNO running at 16MHz. It computes
an obstacle-avoidance trajectory and feeds signals to two
two-channel L293n motor drivers using Eq. 2. These drivers
are powered with a 11.4V Li-Po battery. Four 78 kg-cm
rectangular gear box motors are used for this purpose.

6Methodology

6.1 Assumptions

For a collaborative manipulation of the multi-robot (or two
robots) system, the leader RL and follower RF robots
are used to carry and transport payload” through an

environment with “Oi” Objects. The following assumptions
are considered in order to successfully test the collaborative
strategy put forth using these robots:

Assumption 1 RL and RF receive the payload, W in a way
such that the transverse mid-plane of the payload aligns with
the transverse mid-plane of the two robots.

Assumption 2 It is assumed that the clamps used to hold
this weight have no backlash. In other words, there exists
no relative motion between the clamps of the leader and
follower robots.

Assumption 3 The payload is rigid in a manner where the
motion of the leader robot is instantly sensed by that of the
follower robot, indicating that payload has no strain due to
RL’s motion or during the coordinated task.

Assumption 4 Obstacles Oi are placed in orientation such
that they are detected by the RF , if there is a need to perform
obstacle avoidance.

Assumption 5 Wheel slip, either in RL or RF , has no effect
on the overall maneuverability of the system.

Fig. 8 Control and power layout
of follower robot
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Fig. 9 An operator remotely maneuvering using two analog joy-
sticks(left for orientation and right for translation control) the leader
robot through the obstacles as per visual feedback

Assumption 6 Payload length is assumed to be > 4Lx and
has width in the range of the clamping width.

6.2 Problem Formulation

In order to ensure proper functioning of the collaborative
strategy, each working case must be analyzed beforehand.
With two robots RL and RF , the following scenarios are
encountered while navigating an environment.

CASE (I), as shown in Fig. 10a, presents two robots,
RL and RF , in an obstacle-free environment. The (Vxf ,
Vyf ) and (Vxl , Vyl) represent the follower and leader
robot’s velocity along the robot’s XR and YR coordinate
axis, respectively. During the RL’s motion, a force

−→
F

is produced on RF , whose magnitude directly relates to
displacement” and the direction is given by “θ”. (ωf 1,
ωf 2, ωf 3, ωf 4) represents the wheel velocity in rad/s for
respective wheels, as shown.

CASE (II) is a simple obstacle containing environment.
It contains an object on the other side of the RL. For

Fig. 11 Sequence and data flow of the overall coordinated manipula-
tion. The command initiates from the leader robot and finishes on the
follower robot

instance, during initialization of F from θ direction, an
obstacle is present in the -θ side of RL as shown in
Fig. 10b.

CASE (III) is also an obstacle containing environment. It
contains an object on the same side of the RL, contrary
to CASE II. For instance, during initialization of F from
θ direction, an obstacle is present in the θ side of the RL,
as shown in Fig. 10c.

CASE (IV) is a full-edged obstacle-clustered environ-
ment with a combination of CASE II and CASE III, as
shown in Fig. 10d. In this case, at a particular interval of

Fig. 10 Various environmental cases under which the collaborative manipulation is formulated upon. Case I, is an obstacle-free environment,
whereas cases II, III and IV are obstacle containing environment. Case IV is a combination of Case II and III
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time, CASE IV is categorized into either CASE II or III
and handled as such consequently.

6.3 Coordination Architecture

Figure 11 describes the coordination architecture between
the leader and the follower. A user controls the leader
robot where a payload is clamped on it as well as on the
follower robot in such a way that there is no relative motion
between any of the clamps and the payload. Whenever
the leader robot moves, the payload moves along with
it, producing forces on the follower robot. The follower
robot senses the force as per the degree of displacement
produced ”d (scalar quantity) and direction along the force
by “θ .”. Additionally, the follower robot senses it if an
obstacle is present on its forward-right and forward-left
positions. These readings are checked to the working
range of the algorithm deployed in the follower robot;
if not met, certain values viz. ωz are added. The data-
set are is filtered and converted to a meaningful format
(e.g. [Vxf , Vyf , ωz]) which is proportionally amplified with
a constant Kp. If the data received does not fall into
its range, a different set of operation is performed, if
needed (e.g., Obstacle Avoidance). Finally, ([Vxf , Vyf , ωz])
are converted to (ωf 1, ωf 2, ωf 3, ωf 4) through an Inverse
kinematic Equation 2, this contains the individual rpm
required by each wheel to achieve the desired outcome and
is hence uploaded to the respective motors.

6.4 Control Algorithm

Algorithm 1 Updating (RF )Follower Robot’s position.

function UpdateManipulation(d, θ, UL, UR)
IF θ > 0 AND UL==TRUE
OR θ < 0 AND UR==TRUE THEN

θ ← − θ

ENDIF
(Vxf , Vyf , ωzf ) ← (4, 5, 6)
(ωf 1, ωf 2, ωf 3, ωf 4) ← (2)

Figure 12 and Algorithm 1 describes the flow of com-
mand taking place in the follower robot with the attributes
driven from leader robot and its local environment. The fol-
lower robot’s (RF ) algo.1. deployed in the micro-controller
as shown in Fig. 12 is designed based on the cases men-
tioned in Fig. 10. The values received by the left ultrasonic
sensor “UL”, right ultrasonic sensor “UR”, linear poten-
tiometer “d” and rotary potentiometer “θ” are input param-
eters for this algorithm. During cases CASES I and II, the
robot moves along

−→
F using Eq. 2. This is so because “UL”

and “UR” have no impact on the overall trajectory. Tak-
ing case II for instance in Fig. 10b, an obstacle present
in another direction where RF is moving along

−→
F does

not hamper its motion. On the other hand, CASE case III,
where an obstacle is present in the vicinity of

−→
F (either

left or right), affects the motion of the RF . In this case,
the algorithm sets the motion at “-θ” direction to perform
obstacle avoidance till the instance when there is no obsta-
cle according to CASE case III (either left or right). CASE
Case IV being a combination of CASE Case II and CASE
Case III scenarios, it uses each of the conditions and their
corresponding output to tackle such an obstacle-clustered
environment.

7 SIMULINKModel of MeWBot

A Simulink model is created for the follower robot
with four Mecanum wheels to understand the various
translated trajectories it can accomplish without changing
its orientation. The Simscape Multibody Link add-on for
SolidWorks exports SLDASM-file to slx-file with each part
in STEP format. This uses coordinates of each part in
the assembly for defining joints and their position. Hence,
proper care is taken to generate only need-based coordinates
during its assembly.

Angular speeds of ω1, ω2, ω3, ω4 is given to each
revolute joint of the wheel respectively in rad/s. These
speeds are given as input to the “Four-Wheel Mecanum
Simulation” found in Mobile Robotics Simulation Toolbox
in SIMULINK, as shown in Fig. 13. This block then

Fig. 12 Overall control system
of two-robots: The follower
robot is driven based on local
measurements (viz. l or d and θ )
and an obstacle avoidance
technique using UL and UR
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Fig. 13 SIMULINK Model of the proposed robot for kinematic motion analysis

generates (X, Y, θ ) defining the robot’s position and
orientation which are most important parameters for the
planar joint.

8 Results for Kinematic Simulation
of MewBot

By maintaining the same speed of the wheels at same a
particular time, the eight-direction motion of the wheel
can be accomplished without changing its operation. The
motion of 0◦ to 360◦ can be obtained by changing the
angular velocities of each wheel, as shown in Fig. 14. For
example, to make a transverse motion to the left, the left
wheels are rotated against each other in an inward direction
and the right wheels are rotated against each other in an
outward direction. The different motion cases are given
below: -

CASE (a). Motion in a forward direction: Here, the
reaction forces on the forward roller act diagonally
forward which results into two components - one acting
perpendicular to the wheels’ motion and other acting
towards the wheels’ motion. The acting perpendicular
forces get cancelled and other motion adds and make
forward motion.

CASE (b). Motion in a backward motion direction: Here,
the process is like CASE case (a) but the reaction forces
act in a backward direction and the add up forces result
in backward direction motion.

CASE (c). Motion in the right direction: In this case, the
right wheels are rotated against each other in an outward
direction while the left wheels are rotated against each
other in an inward direction. Ultimately, the desired
motion is achieved.

CASE (d). Motion in the left direction: Similarly, in the
left direction, the left wheels are rotated against each

Fig. 14 Kinematic simulation results obtained from SIMULINK platform. The results show the 8 basic trajectories obtained by controlling the
wheel speed of each motor. The mecanum wheels are mounted in a diamond-style-configuration during simulation and not the cross
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Table 1 Calculated results of forward Kinematics of MewBot using Eq. 1

Cases Robot velocity Wheel angular velocity (rad/s) [Calculated]

Vx(m/s) Vy(m/s) ω(rad/s) ω1 ω2 ω3 ω4

A 1 0 0 26.247 26.247 26.247 26.247

B −1 0 0 −26.247 −26.247 −26.247 −26.247

C 0 1 0 −26.247 26.247 26.247 −26.247

D 0 −1 0 26.247 −26.247 −26.247 26.247

E 0.707 0.707 0 0 37.1132 37.1132 0

F 0.707 −0.707 0 37.1132 0 0 37.1132

G −0.707 0.707 0 −37.1132 0 0 −37.1132

H −0.707 −0.707 0 0 −37.1132 −37.1132 0

I 0 0 1 −6.168 6.168 −6.168 6.168

J 0 0 −1 6.168 −6.168 6.168 −6.168

other in an outward direction while the right wheels are
rotated against each other in an inward direction.

CASE (e). Motion in a forward right direction: In this
case, the forward right wheels are rotated in the forward
direction and wheels’ motion is achieved.

CASE (f). Motion in the forward left direction: Here, the
forward left wheels rotate in the forward direction to
achieve this motion.

CASE (g). Motion in the backward right direction: In
this case, the backward right wheels are rotated in the
backward direction.

CASE (h). Motion in the backward left direction: In
this case, the backward left wheels are rotated in the
backward direction.

Figure 14 shows the results obtained from the SIMULINK
platform for eight of the basic translation motions that can
be obtained without changing the orientation of the robot.

Additionally, Table 1 indicates the calculated results
obtained from Eq. 1 and Table 2 referring to the values of
individual wheel velocities obtained from the simulation. It
can be seen that the equations stated are appropriate and
valid with minimal errors. This indicates that the model can
be incorporated with the suggested control system to attain
the desired trajectory of the MewBot.

9 Experimental Results of Collaborative
Manipulation

The manufactured leader and follower robots are subjected
to experimental analysis based on the above four environ-
mental cases. A 350g payload made from cardboard with
the dimensions 750mm × 105mm × 75mm is clamped on
both the robots such that the distance between each robot’s
origin is 640mm(approx.). The leader robot is remotely con-
trolled from a location by a user over/using an Internet

Table 2 Simulation results of various motions by MewBot using SIMULINK Model 13

Cases Robot velocity Wheel angular velocity (rad/s) [Simulated]

Vx(m/s) Vy(m/s) ω(rad/s) ω1 ω2 ω3 ω4

A 1 0 0 26.25 26.25 26.25 26.25

B −1 0 0 −26.25 −26.25 −26.25 −26.25

C 0 1 0 −26.25 26.25 26.25 −26.25

D 0 −1 0 26.25 −26.25 −26.25 26.25

E 0.707 0.707 0 0 37.11 37.11 0

F 0.707 −0.707 0 37.11 0 0 37.11

G −0.707 0.707 0 −37.11 0 0 −37.11

H −0.707 −0.707 0 0 −37.11 −37.11 0

I 0 0 1 −6.168 6.168 −6.168 6.168

J 0 0 −1 6.168 −6.168 6.168 −6.168
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Fig. 15 Outcome of the leader
robot(right) guiding the follower
robot(left) along a straight line

connection. The site of the experiment is the same but the
surface on which the robot moves is changed depending
on the range of data to be collected or to improve trac-
tion between the wheels and platform by using a carpet.
The above-mentioned assumptions are considered during
the experimental analysis. During the analysis, we have con-
sidered above mentioned assumptions during these exper-
iments. The displacement, theta and calculated individual
wheel velocities are recorded at 10Hz and saved for analysis
after the completion of the task. All the data collected is ini-
tially from the robot’s rest position and can also be seen in
the graph. Moreover, the videos are captured using a 720p
Logitech camera. Snapshots are taken particular intervals to
properly visualize the trajectory covered by each robot. To
maintain the study’s criterion, these robots run the same pro-
gram for all the above-mentioned cases be running the same
program over the following mentioned cases.

These experiments are conducted purely to showcase the
feasibility of displacement-based-force sensing collabora-
tive strategy and the added benefits of maneuverability with
omni-directional robots under various obstacle-clustered
scenarios. The displacement -based force sensing can be
understood as a magnitude of displacement of payload on
the follower robot when the clamped payload experiences

a pull force from the leader robot. Here, the second order
derivative of displacement(d) with respect to time is in direct
correlation to the magnitude of the pull-force(F).

The red-square in the image of each experiment’s initial
position denotes the final position of the leader robot. The
exact position of the follower robot along-with is uncertain
to predict as it depends on the dynamic environment and the
obstacles (Fig. 15).

9.1 CASE I(a): Leader and Follower Robot Moving
Along a Straight Path

This test is done to initially understand the displacement-
based force sensing mechanism put underneath the follower
robot. In this experimental scenario, the user remotely
controls the leader robot along a straight path on the
carpet. The follower robot senses this pull force through the
payload using on-board sensors (i.e. purely relying on local
measurements), and proportionally moves in a direction
towards the force. To ensure that the follower robot is
actually contributing to the collaborative manipulation, a
graph is plotted between displacement due to the force
sensed through the slide potentiometer versus time, as
shown in Fig. 16a. Furthermore, the theta vs time graph

Fig. 16 [From left] Results obtained while performing experiment on Case I.a. a Displacement measures, b Changes in theta(θ ) and c
Displacement component histories on XROYR coordinate in follower robot’s motion from the leader robot’s guiding force during the experiment
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Fig. 17 Outcome of the leader
robot(right) guiding the follower
robot(left) through a curve path

depicted in Fig. 16b, indicates that theta fluctuates most
of the time due to noise and friction between the clamp
slides on the follower robot, and maintains an overall
angle. Additionally, from Fig. 16c, the displacements at a
particular interval of time “t” can be noted. The values
are scattered all over due to noise and disturbances in the
process. Also, it is assumed that moving in a straight path
will not include the dy component resulting in the average
to fall on the line dy = 0 but it is due to noise that a mean
value of (36.83, -2.1) is obtained with -2.1 indicating an
error value (Fig. 17).

9.2 CASE I(b): Leader and Follower Robot Moving
Along a Curvy Path

This experiment is an extension to Case I(a), meaning, the
robots are put through a similar obstacle-free environment
with the same platform to roll upon, the difference being
that these robots perform a curved motion instead of
following a straight path. This experiment is done to
showcase the fact that irrespective of the position or the
source of the leader robot, the follower robot maneuvers
towards the applied force using Eq. 2. The leader robot is
remotely controlled by an operator through Blynk App over

an Internet connection and uses visual feedback for position
and orientation alignments. It can be seen in the video that
despite the orientation changes of the payload placed on
the robots, RF moves along F with minimal change in
its orientation in the world frame. Moreover, during the
experiment, the leader robot starts from a position such that
the total change in θ throughout the test is much higher. This
is also the reason behind the scattered plot of displacement
histories, as seen in Fig. 18c. This experiment also displays
the experimental workings of exponentially dependent ωZ

presented in Eq. 6 (Fig. 19).

9.3 CASE II: Obstacle on the Other Side of F

This is the foremost experiment conducted in an obstacle
containing environment. The site is the same but to collect
more data, so as to fully evaluate the functioning of the
deployed algorithm, the carpet is removed and the robot is
permitted to run on the tiles. Consequently, it is predicted
that disturbances due to wheel slip are likely to occur,
amplifying the noise during the manipulation. However, this
is the case only with the sensor measuring the magnitude of
F, i.e. the slide potentiometer: measuring displacement as
per the pull for from the leader robot. The angular position

Fig. 18 [From left] Results obtained while performing experiment on Case I.b. a Displacement measures, b Changes in theta(θ ) and c
Displacement component histories on XROYR coordinate in follower robot’s motion from the leader robot’s guiding force during the experiment
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Fig. 19 a-d displaying the
trajectory covered by the leader
robot(right) and the motion
computed by the follower
robot(left) satisfying the
conditions of Case II

θ and ultrasonic sensors (UL, UR) are not quiet and are
affected due to this change of parameter. Hence, an analysis
is done considering the aforementioned conditions (Fig. 21).

As per case II, an obstacle I is placed on the right
side of the leader robot (RL). The operator, as per
visual information, commands the leader robot to move
towards a forward left path just grazing the obstacle so
that the follower robot senses the coming obstacle using
ultrasonic sensors. This experiment displays the extent of
incorporating obstacles in its (RF ’s) trajectory, in this case it
is NULL. In other words, if RF follows F, it will ultimately
avoid the obstacle in this case; therefore, the algorithm
neglects making any changes to RF ’s motion due to the
obstacle. To point out the data collected when the RF senses
an obstacle, a grey window is assigned, as seen in the graph
shown in Fig. 20, i.e. between t = 11s and t = 16.8s. This
data indicates that despite an obstacle sensed by the right
ultrasonic sensor, the rate of change of θ is not sudden, i.e.
dθ/dt at 11s ≤ t ≤ 16.8s is equal to 0.3448◦/s. A high
dθ/dt would indicate that the follower robot moves away
from an obstacle when following F which would ultimately
lead to collision. Also, for validating the effectiveness of
the manipulation, the displacement-based-force-feedback
sensed by the follower robot is shown in Fig. 20c.

9.4 CASE III: Obstacle on the Same Side of F

This is another experiment conducted in an obstacle
environment. The site is the same along with the same
surface conditions as in CASE II. Here, the obstacle position
with respect to the leader is opposite to that of CASE II,
i.e., the obstacle is present on the same side of F. It is
different from the previous case as during manipulation, if
the follower unavoidably moves towards F then a collision
is likely to take place. Therefore, the obstacle detected is to
be a parameter in the motion algorithm. RL is guided by an
operator such that the leader robot moves right beside and
comes in front of the obstacle. The RF may hit the obstacle,
if not sensed and avoided intime. The time at which the RF

senses an object is marked by a grey window, as shown in
Fig. 22.

As per case III, an obstacle I is kept to the right of
the leader robot. The operator controls RL remotely and
maneuvers through the given set of protocols using visual
feedback. During this task, the follower robot senses an
obstacle on its forward-right position and instead of moving
in θ direction (i.e. towards F), the follower robot moves
in -θ direction to negate the change and avoid a collision
with the obstacle. Due to this, a high dθ/dt takes place

Fig. 20 [From left] Results obtained while performing experiment on Case II. a Displacement measures, b Changes in theta(θ ) and c Displacement
component histories on XROYR coordinate in follower robot’s motion from the leader robot’s guiding force during the experiment
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Fig. 21 a-d displaying the
trajectory covered by the leader
robot(right) and the motion
computed by the follower
robot(left) satisfying the
conditions of Case III

during this instant of time. It can be seen in Fig. 22b,
that an obstacle is detected during t = 10:6s and t =
16:1s, during which the value of dθ/dt is 1.4545◦/s. It is
evident that the chosen algorithm is versatile and is able
to choose when to perform what action depending on the
environmental conditions. Furthermore, the displacement-
based force feedback is plotted using the experimental data
set, as seen in Fig. 22c. The overall task is not very smooth
as the human operator has to visually control the leader
robots’ motion based on the conditions of the experiment
(Fig. 23).

9.5 CASE IV: Crowded Environment

This is the final test which can fully validate the present
study’s collaborative manipulation in an obstacle-clustered
environment. The condition is an amalgamation of both
CASE II and CASE III, i.e., an obstacle is located both at
RL’s forward-right and forward-left positions one after the
other. This will not only cross verify the results obtained
in each of these cases individually but also show that the
deployed algorithm is suitable for an obstacle containing
environment. In this scenario, the algorithm will categorize

each obstacle-sensed-period-of-time between either CASE
II or CASE III, making it easier for the follower robot to
maneuver through the obstacles, without any ambiguity.

Satisfying the conditions, two obstacles, i.e., obstacle
I and obstacle II are placed in the forward-left and
forward-right directions of the leader robot, respectively.
The operator navigates the leader robots through these
obstacles with visual feedback. Each of these interactions
is categorized into two stages, as indicated by two grey
windows in Fig. 24. RF ’s first interaction is with obstacle I,
with F pointing to the same side as the obstacle, categorising
it to be CASE III on its first interaction. The obstacle is
sensed between time t = 14s and t = 21.8s, making
dθ/dt to be 1.923◦/s. dθ/dt at interval 14s ≤ t ≤
21.8s is high which verifies that the follower executed the
avoidance algorithm and steered clear from any collision
during this time period. Moving ahead, during the follower
robot’s interaction with obstacle II, the F is in the other
direction to that of the position of the second obstacle.
Therefore, the second stage is categorized into CASE II, in
which the follower robot’s trajectory is independent of the
obstacle position specially in the other side of F. As seen
in Fig. 24b, in the second grey window(i.e. when 37.6s ≤

Fig. 22 [From left] Results obtained while performing experiment on Case III. a Displacement measures, b Changes in theta(θ ) and c
Displacement component histories on XROYR coordinate in follower robot’s motion from the leader robot’s guiding force during the experiment
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Fig. 23 a–d displaying the
trajectory covered by the leader
robot(right) and the motion
computed by the follower
robot(left) satisfying the
conditions of Case IV

t ≤ 40.1s), the value of dθ/dt is 0.4◦/s, which conveys
that the follower robot’s trajectory is independent of the
position of Obstacle II. Moreover, as the leading system is
human-operated, the overall motion is not very smooth, due
to which the displacement histories by RL to RF are a bit
scattered, as seen in Fig. 24c.

10 Conclusion and FutureWork

The project presents a displacement-based collaborative
strategy using one leader and follower robots in an obstacle-
clustered environment. The leader robot is manually
controlled from a remote location using Wi-Fi connectivity
whereas the follower robot is pushed to full autonomy
using appropriate sensors to gather the required local
measurements. A payload falling in the range of the study’s
experimental requirement is clamped on both the leader and
follower robots with the stated assumption 2. To maneuver
easily through narrow paths, four Mecanum-Wheeled
Robots (MeWBot) are considered, due to their ability to
provide translation in 360◦ direction without changing
their orientation. In collaborative operation, the robots

use no explicit communication and solely depend on the
implicit information received through payload movement-
producing-forces. A control algorithm is deployed in the
follower robot to analyze these forces. These are sensed
in terms of displacement as a function of the force’s
magnitude and direction with separated on-board sensors.
The algorithm is integrated with an obstacle avoidance
technique to perform a coordinated task in a complex
(obstacle-contained) environment.

The results from the motion analysis simulation show
that the four Mecanum wheeled robots perform full omni-
directional motion. The forward and inverse kinematic
results are obtained using a SIMULINK model which shows
that the Mecanum wheel in this platform can move from 0◦
to 360◦ in any direction without changing its orientation.
Also, these results are compared with the calculated ones
and they are found to converge with minimal error. With
this knowledge, an experimental set-up is prepared with
the required hardware and test environments to validate
the proposed strategy of collaborative manipulation. The
results from this experimental investigation indicate that
the leader and follower robots produce a synchronous
motion with the shared payload. The omni-directional

Fig. 24 [From left] Results obtained while performing experiment on Case IV. a Displacement measures, b Changes in theta(θ ) and c
Displacement component histories on XROYR coordinate in follower robot’s motion from the leader robot’s guiding force during the experiment
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capability of the mounted Mecanum wheels provides an
unconstrained motion which is appropriate for use in the
stated environmental conditions.

As an advancement in the current project, it is at-
most important to address the overshoots and oscillation
seen on the follower robot due to a proportionally-driven
controller, and, this can be achieved with further research
on the adaptive-movement control system. Also, to reduce
the uncertainty and make the system more reliable -
effective filtering and modulating techniques like Kalman
filter can be applied to properly validate sensor readings.
Though we see that the current micro-controller is limited
by many attributes - instead of upgrading and installing
more costlier controllers, a better alternative of cloud
robotics can be opted. Coming to the enhancements on
hardware, due to wheel slip and the need to reduce
assumptions as much as possible (particularly assumption
5), an individual suspension system is to be modelled on
each wheel depending on the nature of the floor surface it
is to be tested upon. Furthermore, to achieve an effective
SLAM technique, LiDAR sensor can be made on-board.
The proposed methodology can be tested for coordination
between a greater number of robots, i.e., one leader and
more than one follower robot.

Supplementary Information The online version contains supple-
mentary material available at https://doi.org/10.1007/s10846-021-013
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